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Towards predicting the power conversion
efficiencies of organic solar cells from donor
and acceptor molecule structures†

Yecheng Zhou, ‡*a Guankui Long,‡b Ailin Li,c Angus Gray-Weale,a

Yongsheng Chen b and Tianying Yanc

In this study, we developed a multiscale simulation framework to estimate the power conversion

efficiencies of bulk heterojunction organic solar cells based on the molecular structures of the donor and

acceptor. Firstly, we proposed a way to estimate the density of states (DOS) of the highest occupied

molecular orbitals (HOMOs) and lowest unoccupied molecular orbitals (LUMOs) in organic thin films based

on quantum calculations, and verified the Gaussian-like DOS in the organic semiconductors. Secondly, the

electronic couplings in these thin films were calculated. By adding PC71BM molecules, although the donor–

donor couplings are not altered significantly, the charge mobility is enhanced via additional donor–acceptor

and acceptor–acceptor couplings. Thirdly, random walk simulations were performed to estimate the charge

carrier mobilities. Finally, by incorporating the calculated energy levels, mobilities and DOS of these bulk

heterojunctions into the numerical model developed, we obtained the working curves and power conversion

efficiencies, which are in general consistence with experiment results. This study builds the foundation for the

computation of power conversion efficiencies of organic solar cells using fully atomistic simulations.

1 Introduction

Organic solar cells (OSCs) have received wide research interest
in the past two decades due their tremendous advantages such
as low-cost fabrication and environmental friendliness. Since
traditional organic materials exhibit poor charge transfer (CT)
properties, the power conversion efficiency (PCE) of OSCs is
relatively low. Until now, although the efficiency of the OSCs
has reached 15%,1 the efficiency record of single-junction OSCs
could only reach 13%,2–4 which is far behind the traditional
silicon solar cells and the recently developed perovskite solar
cells. The bottlenecks for OSCs are the large exciton binding
energy and poor CT mobility. The CT property is usually

characterized by the diffusion length
ffiffiffiffiffiffi
Dt
p

, where t is the charge
carrier lifetime and D is the diffusion coefficient. In principle,
the organic active layer must be thin enough to ensure efficient
charge transportation to electrodes. On the other hand, the

thinner active layer means less light absorption, which causes
poor short circuit current. To solve this dilemma, bulk hetero-
junction (BHJ) solar cells have been invented. In BHJ solar cells,
the electron donor and acceptor materials are blended and
phase separated. Theoretically, photogenerated excitons are
split at the interface between the donor and acceptor phases,
and then the electrons go to the acceptor phase and the holes go
to the donor phase.5–8 However, this hypothesis has not been
clearly confirmed in quantum theory because the phase-separated
disordered thin films have to be simulated by very large models,
which may be up to several tens of nanometres in thickness.1,9

Phase-separations in OSCs have been observed in experi-
ments2,10,11 and confirmed by computer simulations.7,9,12,13

The interfacial charge separation has also been theoretically
studied,6,14–16 but few studies have focused on how the separated
charges are transferred in BHJs. The Ising model and other
similar models have been employed to study the charge transfer
in BHJ solar cells,7,17–19 which helped the understanding of the
general CT but are too abstract to study how charges transfer in
BHJ solar cells. Lee et al. analyzed the nanoscale morphologies
and the correlations of the nanoscale organizations of BHJ solar
cells by performing a series of multiscale, coarse-grained molecular
simulations.1,9 Their work has deepened the understanding of
BHJ structures and the correlation of components.

In order to achieve quantitative descriptions of the CT
processes in BHJ solar cells, quantum simulations are greatly
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needed. There are several quantum studies for the CT in
disordered organic thin films with one component.20–23 But
full quantum studies of the CT in disordered multi-component
thin films haven’t yet been done, and this is the most important
process in BHJ OSCs at current stage.

It was assumed that the orbital energy levels of molecules in
disordered thin films follow Gaussian distributions.24 This
Gaussian distribution of energy levels produces a Gaussian
density of states (DOS), which is widely accepted and used to
discuss and explain the CT behaviors in organic films, such as the
field and temperature dependence of mobilities,25 the generalized
Einstein relation for disordered organic semiconductors26 and
the optimum thickness of a device.27 However, this Gaussian
distribution of site energies has not been verified by quantum
calculations. Additionally, the DOS is a crucial factor that
influences the performance of solar cells.28–30 In OSCs, it has been
found that high DOS lead to a low open-circuit voltage (Voc).

31–33

Fischer et al. employed impedance spectroscopy to measure the
DOS in organic semiconductor devices,34 but the estimation of
DOS by theoretical calculation hasn’t been reported yet.

Previously, we have built atomistic BHJ solar cell models
from donor and acceptor molecular structures.13 In addition, we
have also built very large coarse-grained (CG) models to discuss the
molecule distributions and donor and acceptor phase domains.35 It
was observed that fullerene prefers to aggregate, which may facilitate
the electron delocalization and efficient charge separation at
interfaces.36 Here, we are going to investigate the CT in DRCN5T:
PC71BM, DRCN7T:PC71BM and DERHD7T:PC71BM based BHJ
solar cells, which have realized high PCEs.37,38 The structures of
these molecules are shown in Fig. 1. The thin film structures that
we have used in this paper are based on fully atomistic models.
The details of the molecular dynamics (MD) simulations of the
atomistic thin film structures have been described in ref. 13.

In this work, we proposed a workflow, shown in Fig. 2, to
predict the photovoltaic performance of small molecule OSCs
based on donor and acceptor molecular structures. By studying
the DRCN5T:PC71BM, DRCN7T:PC71BM and DERHD7T:PC71BM
solar cells, we achieved the following three goals. Firstly, we
calculated the electronic properties of these molecules, such as
energy levels and reorganization energies, and analyzed the

distribution of site energies, and then estimated the DOS of
the CT states. We confirmed the Gaussian-like DOS in thin
films, which is a basic assumption and widely used to study the
CT in disordered molecular semiconductors.25–27 Secondly, we
estimated the mobilities of the charge carriers from kinetic
Monte Carlo (KMC) simulations based on the cross reaction
Marcus theory. Electronic couplings among molecules in BHJ
thin films were calculated in this step. The efficient CT paths
in these blended systems were clearly visualized. Finally, by
incorporating the calculated energy levels, effective DOSs, mobili-
ties, and experimental charge carrier lifetimes and absorption
coefficients into the numerical model, we obtained the cur-
rent–voltage characteristics of the respective OSCs. To obtain direct
comparisons, disordered PC71BM, DRCN5T, DRCN7T and
DERHD7T pure thin films are also studied.

2 Models and methods
2.1 Multi-scaled model

Given the donor and acceptor molecular structures, we calculated
the reorganization energies and free energies by using the
GAUSSIAN 09 package.39 We can also fit the force field para-
meters from this calculation. These force field parameters will
be used in the mesoscopic MD simulations. Second, we insert
the donor and acceptor according to experimental ratios into a
10 nm� 10 nm� 10 nm box with periodic boundary conditions
(PBC). We perform MD simulations using GROMACS.40 Third,
we use the home-made code gfilm to split the thin film models
into molecules and dimers, which are then converted to the
Gaussian input files. At the same time, the geometric center of
the molecules, connection information and a script named
‘‘run’’ to call the Gaussian and calv are generated. The Gaussian
calculations output the HOMO, LUMO and molecular orbitals.
Then calv reads the Gaussian output log file and calculates the
electronic couplings. These calculated couplings together with
the calculated free energies and reorganization energies are
implemented into Marcus theory to estimate the CT rateFig. 1 Chemical structures of the molecules used in this simulation.

Fig. 2 Flowchart of the multi-scaled model in this study. Based on
molecular structures, the theoretical processes are shown in green. Three
parameters from experiments are listed in the blue frame. Outputs are
shown in the yellow frame.
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between every dimer. Using the calculated CT rates and thin
film geometry information, we perform random walk (RW)
simulations, in which we obtain the electron and hole diffusion
coefficients (D). The corresponding mobilities are calculated by

the Einstein relation m ¼ eD

kBT
in which e denotes the elementary

electron charge. Inputting these calculated diffusion coefficients
and mobilities of the electrons and holes, the band gap, effective
density states of the ‘‘conduction band’’ and ‘‘valence band’’, and
three experimental parameters (a, t and e) into the numerical
model, we obtain the J–V curve of the solar cell. PCEs, FF, Voc and
Jsc are read from the J–V curve. The overall processes of this multi-
scale model agree with the protocol outlined in ref. 41. All of our
codes and illustrations will be available on Github: https://github.
com/zhouych87/.

2.2 Quantum CT rate

CT in organic materials is reckoned as the charge hopping
between molecules. The CT rate between two molecules of the
same kind can be estimated by Marcus theory:42–44

kCT ¼
V2

�h

ffiffiffiffiffiffiffiffiffiffiffiffi
p

lkBT

r
exp

�ðlþ DGÞ2
4lkBT

� �
(1)

where V is the electron transfer coupling of the two molecules
orbitals and l is the reorganization energy (RE), T is the
temperature in Kelvin, h� and kB are the reduced Plank constant
and the Boltzmann constant, respectively, DG is the free energy
change of the CT reaction. The CT RE includes two parts. The
most important part is the inner-sphere contribution, which is
due to the relaxation of molecular geometry. Another part comes
from the surrounding medium, the outer-sphere reorganization.
This outer-sphere RE is neglected in this study because it is
commonly small compared to the inner-sphere RE21,45–47 and also
because it is difficult to quantify the relevant dielectric response on
the time scale of CT.23

The inner-sphere RE for CT is calculated by:

l = E+,0 � E0,0 + E0,+ � E+,+ (2)

in which, E+,0 is the energy of the charged molecule in its
neutral geometry; E0,0 is the energy of the neutral molecule in
its neutral geometry; E+,+ is the energy of the charged molecule
in its charged geometry; E0,+ is the energy of the neutral molecule
in its charged geometry. It is worth noting that in BHJ thin films,
molecular geometries are different due to the different environ-
ment of neighbours, which makes it too complex to calculate the
REs. In this paper, we estimated the reorganization at their
gas phase.

The electron-transfer coupling is calculated according to the
method proposed in ref. 48. It is written as

V = hc1
HOMO|F|c2

HOMOi (3)

where c1
HOMO and c2

HOMO are the highest occupied molecular
orbitals (HOMOs) of two neighbouring molecules. F is the Fock
operator for the dimer, it is calculated from F = SCeC�1. S is the
inter-molecular overlap matrix, C and e are the dimer
Kohn–Sham orbital’s coefficients and energies, respectively.

Considering the large number of atoms in the molecules
and also the large number of molecules and their dimers
in thin films, the electron-transfer coupling of each dimer
should be performed as fast as possible without losing much
accuracy. We have carried out the electron transfer integral
calculation based on various basis sets. As shown in Table S1
(ESI†), B3LYP/6-31G has a relatively accurate integral and
a short calculation time. The B3LYP functional with a 6-31G
basis set is employed to calculate the electron-transfer couplings.49

Reorganization energies are estimated though DFT calculations
under the B3LYP/6-31G* level. The reason for choosing these basis
sets is on the basis of accuracy and speed. All the quantum
calculations are carried out with the GAUSSIAN 09 package.39

2.3 Cross reactions and their correction

Although the Marcus equation has been proved and is widely
used in the theoretical study of organic semiconductors, we
have to note that the Marcus equation is a classical limit and
subjected to four conditions: (1) the harmonic oscillator reac-
tion potential, (2) the Born–Oppenheimer approximation, (3)
slow CT on the vibrational time scale, and (4) the same force
constant before and after CT.50 Among these four conditions,
the first three conditions are usually satisfied, while, the last is
satisfied under certain cases, for example, the CT in organic
single crystals. For CT in hetero-molecule thin films, the force
constant is normally not equal before and after CT. In this case,
cross reactions are needed. The cross reaction rate for M+

1 +
M2 = M1 + M+

2 can be expressed as51–53

k12 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k11k22K12f12

p
(4)

where k12 is the CT rate between molecule 1 (M1) and molecule
2 (M2), k11 and k22 are the charge self-exchange rates. K12 is the
reaction equilibrium constant, which can be estimated by K12 =
exp[�(DG12/RT)].54 f12 is close to 1 if the electronic coupling is
weak.53 Substituting eqn (1) into eqn (4), and considering that
the free energy change is zero for the self-exchange reaction and
kB = R/NA, the cross reaction becomes

k12 ¼
V11V22

�h

ffiffiffiffiffiffiffiffiffi
p

kBT

r
l11l22ð Þ�0:25exp �l11 þ l22

8kBT
� DG12

2kBT

� �
(5)

k12 ¼
V12

�h

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p
ffiffiffiffiffiffiffiffiffiffiffiffiffi
l11l22
p

kBT

s
exp �l11 þ l22

8kBT
� DG12

2kBT

� �
(6)

As the electron-transfer coupling is determined by the integral
of electron orbitals, which depends on the electron orbitals and
the distance between the two molecules, the coupling (V11V22)
in eqn (5) loses its true meaning. The real electronic coupling is
estimated directly by eqn (3).

2.4 DOS determination

According to the definition of quasi-Fermi energy levels, the
output voltage of a solar cell is expressed by30,55–57

V ¼ EFp � FFn

e
¼ Eg

e
� kBT

e
ln

NcNv

nx¼0px¼d

� �
(7)
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where EFp and FFn are the quasi Fermi level for the hole and
electron, respectively; Eg is the band gap of the semiconductors;
e is the elementary charge; Nc and Nv are the effective DOS of
the conduction band and the valence band, respectively; nx=0

and px=d are the electron density at one end and the hole
density at the other end, respectively.

DOS are essential for the numerical simulation of CT in
solar cells. However, we haven’t found a theoretical method to
estimate them for OSCs without any empirical or experimental
parameters. Here we put forward a method to estimate the DOS
in OSCs. We assumed that each orbital can be occupied by two
electrons, then DOS(E) can be calculated by DOSðEÞ ¼

P
HOMOðEÞ

2,

where Nc ¼
P

HOMOðEÞ
2� exp

E � Ec

�kBT

� �
: is the summation over

the degenerated HOMOs whose energies are E. The DOS(E)
should be Gaussian-like due to the Gaussian distribution of HOMOs.
The charge occupation in the semiconductor obeys the Fermi–Dirac
distribution, hence, the charge density of the OSCs is given by:

n ¼
ð1
Ef

DOSðEÞ 1

1þ exp
E � Ef

kBT

� �dE

¼
X

HOMOðEÞ
2� 1

1þ exp
E � Ef

kBT

� �

’
X

HOMOðEÞ
2� exp

E � Ef

�kBT

� �
¼

X
HOMOðEÞ

2� exp
E � Ec

�kBT

� �

� exp
Ec � Ef

�kBT

� �
¼ Nc � exp

Ec � Ef

�kBT

� �
(8)

where Ec and Ef are the conduction band minimum (the LUMO
energy level of PC71BM) and the Fermi energy level, respectively.
Since only LUMOs can be filled, E � Ef is in the order of 0.1 eV
which is several times higher than kBT. The exponential term in
the Fermi–Dirac distribution is much larger than 1, then

1

1þ exp
E � Ef

kT

� � ’ exp
E � Ef

�kT

� �
. Therefore, the DOS of the

conduction band can be expressed as:

Nc ¼
X

HOMOðEÞ
2� exp

E � Ec

�kBT

� �
: (9)

2.5 Charge transport model

The charge movement is considered as independent charge
hopping between molecules. The diffusion coefficient can be
obtained from RW simulations23,44,48

D ¼ 1

6
lim
t!1

hlðtÞ2i
t

(10)

in which t is the simulation time and hl(t)2i is the mean square
displacement of charges. l(t) is obtained by RW simulations.

If molecule i has N neighboring molecules, the hopping
rate between this molecule i and its neighboring molecule

j (0 o j o N) is kij, which is calculated by eqn (1) or (5). The
hopping probability for the charge carrier from i to j is

Pij ¼ kij

,PN
j¼1

kij . Accordingly, the RW simulation evolves by

t = t0 + 1/kij and l(t) = l(t) + rij, where rij is the displacement
between these two molecules. t0 and l(t0) are the time and total
displacement, respectively. The charge movement is visualized in
the animations in the ESI.†

The RW simulations run 10 ms, which is much longer than
the time for each hopping (range from 10�7 to 10�12 s). In these
RW simulations, the charge carriers hop randomly, hence,
many simulations are needed in order to get a stable and
converged D. For the CT in organic semiconductor crystals, it
converges when the amount of simulations is over 2000.48 For
the sake of the symmetry being broken and the existence of very
small CT rates, 2000 simulations are not enough to obtain
smooth lines. In our RW calculations, all results are the averages
of 20 000 simulations.

2.6 Numerical simulation model

In this work, the CT and photon absorption are assumed to be
uniform. A photon is absorbed by donors, and an electron is
excited across band gap (Ea

gap) of the donors. The output voltage
is determined by the two boundaries. Electrons are collected at
the electrode through PC71BM molecules, hence, the quasi
Fermi level at the end is determined by the Nc and the energy
level of the LUMO of PC71BM molecules. Similarly, the quasi
Fermi level at the other end is determined by the Nv and the
energy level of the HOMO of donors.

The charge transport follows the diffusion equations,

Jp ¼ �eDp
@p

@x
þ epmpF (11)

where Jp is the flux of holes, e is the elementary charge, F is the
electric field, Dp is the hole diffusion coefficient, p is the hole
density, and mp is the hole mobility. In this paper, the mobilities
and diffusion coefficients are calculated from RW simulations
with parameters calculated from quantum simulation. For
electron transfer, we have

Jn ¼ eDn
@n

@x
þ enmnF (12)

where Jn is the flux of electrons, n is the electron density and Dn

is the diffusion coefficient of the electron.
Continuity equation for the electron is

e
@n

@t
¼ @Jn
@x
þ eG� eR ¼ 0 (13)

For the hole, we have

@Jp
@x
� eGþ eR ¼ 0 (14)

where G is the generation rate, which can be calculated from
the absorption coefficient (a) and Ea

gap; R is the recombination
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rate, which can be estimated by the charge carrier lifetime (t).
The electric field is obtained by solving the Poisson equation,

@F

@x
¼ e

p� n

ee0
(15)

The output voltage is given by:

V ¼ EFpðx ¼ 0Þ � FFnðx ¼ dÞ
e

¼ ELUMOðAÞ � EHOMOðDÞ
e

� kBT

e
ln

NcðAÞNvðDÞ
nðx ¼ 0Þpðx ¼ dÞ

� �

¼
EV
gap

e
� kBT

e
ln

NcðAÞNvðDÞ
nðx ¼ 0Þpðx ¼ dÞ

� �
(16)

These equations are solved numerically according to ‘Two
Point Boundary Value Problems’ in the Numerical Recipes in
FORTRAN.58 The details are shown in ref. 56. There are twelve
parameters in these equations, i.e., a, t, e, De, me, Dp, mp,
Nc(acceptor), Nv(donor), ELUMO(acceptor), EHOMO(donor) and
ELUMO(donor). In this work, nine of them are calculated based
on the acceptor and donor molecule structures, while the
other three, a, t and e (dielectric constant) are taken from
experiments. The parameters we used in the simulation are
given in Tables S10–S12 (ESI†).

3 Results and discussion
3.1 Atomistic structures of BHJs

To build the thin films, molecules are randomly inserted into a
periodic box, and then MD simulations were carried out with the
GROMACS program (version 4.5.5).40,59,60 DERHD7T:PC71BM and
DRCN7T:PC71BM BHJs consist of 257 PC71BM molecules and 332

DERHD7T molecules, and 257 PC71BM molecules and 320
DRCN7T molecules, respectively. The DRCN5T:PC71BM BHJ
consists of 432 DRCN5T molecules and 266 PC71BM molecules.
All these donor/acceptor ratios are consistent with the experi-
mental mole ratios.37 444, 428, 584 and 512 molecules were used
to construct the single-component DERHD7T, DRCN7T, DRCN5T
and PC71BM thin films, respectively. All these BHJs and single-
component thin films are annealed from 400 K down to 300 K
gradually. Both the single-component and blend systems reached
equilibrium in the isothermal–isobaric (NPT) ensemble, coupled
to a Berendsen barostat at a pressure of 1 atm and a Berendsen
thermostat at a temperature of 300 K. The production run lasted
100 ns after an equilibration run of 100 ns. During the MD
process, the atoms in the thin films are fully relaxed. Fig. 3 shows
two snapshots taken from the end of the MD simulations, and we
can clearly see that the PC71BM molecules are aggregated. The
domain size of the separated PC71BM phase is about 3 nm, while
the domain size of the donor phase is about 4–6 nm. For more
MD details and geometrical analysis, please refer to ref. 13.

3.2 Reorganization energies and free energies

The CT rates between two molecules can be estimated from the
Marcus equation (eqn (1)). RE and the free energy change (DG)
are two important parameters for CT. Here, RE and DG are
calculated by Gaussian 09 with B3LYP under the level of 6-31G*.
As shown in Table 1, for the self-exchange reactions, the
consistent REs of DRCN7T and DERHD7T for electron transfer
are approximately 0.16 eV, while the RE of DRCN5T for the
electron is about 25% higher. It is suggested that the longer
carbon chain can efficiently decrease the RE for electron
transfer. The REs of DRCN5T and DRCN7T for hole transfer
are similar and approximately 0.21 eV, which are lower than
that of DERHD7T. Thus, the dicyanomethylene ((NC)2CQ)

Fig. 3 The DRCN5T:PC71BM (A) and DRCN7T:PC71BM (B) thin films. The VDW surfaces of the DRCN7T and DRCN7T molecules are shown in green and
the PC71BM VDW surface is colored in red. The DERHD7T:PC71BM thin film is given in Fig. S1 (ESI†).
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group could decrease the RE for hole transfer compared to the
thio (SQ) group. Among these three donors, DRCN5T shows
more balanced DG for the electron and hole transfer from
donor to acceptor.

3.3 Distributions and densities of states of frontier orbitals

The orbital energy levels of molecules in disordered organic
thin films are assumed to follow Gaussian distributions, which
produce a Gaussian-like DOS(E).24 Although this hypothesis is
widely accepted,25–27 it hasn’t been verified by theory. We have
split the thin films into single molecules and then calculated
their site energies. Fig. 4 shows the distributions of the HOMO
energy levels of the donors in both the blend and single-
component films. The highest HOMO level of DRCN5T

molecules in the DRCN5T:PC71BM film is �5.18 eV, and its
lowest level is �5.91 eV. The corresponding distribution width
is 0.74 eV. This width is 0.05 eV larger than the width of the
HOMOs of the DRCN5T molecules in their single-component
films. Based on the ab initio calculations, the widths of the
HOMO and LUMO of donors in blend films are not altered in a
significant manner. Under the level of 6-31G*, the calculated
average energy levels of the HOMO of DRCN7T molecules in the
blend and the single-component films are both �5.26 eV,
which is 0.3 eV lower than that of its HOMO in the gas phase
of�4.93 eV calculated at the same level. However, they are close
to the HOMO (�5.09 eV) in the gas phase calculated at the level
of 6-311G**. Other distributions of HOMOs and LUMOs in the
blend and single-component films are shown in Fig. S2–S4
(ESI†). All of them follow Gaussian distributions. The detailed
parameters are shown in Tables S2–S5 (ESI†).

Since DOSs are crucial parameters that influence the perfor-
mance of solar cells, we put forward a strategy to estimate the
DOSs of OSCs as shown in the Methods section. Table 2 shows
the DOSs of each component separately. These calculated DOSs
are in the range of 2.93 � 1018 to 1.42 � 1019 cm�3, which are
consistent with the DOSs of the organic semiconductors
reported in experiments, such as in the pentacene thin films,61

the ZnPc:C60 blend film34 and the P3HT:PCBM film.62 As the
energy of the LUMO of the PC71BM molecules is lower than that
of the donors, the electrons are believed to be transferred into

Table 1 Reorganization energies and free energy change for the self-
exchange reaction and the donor to acceptor reaction, calculated with
uB3LYP/6-31G.a The unit is eV

Molecules

Self exchange reaction Da + A - D + Aa reaction

le lh DGe DGh

PC71BM 0.307 0.137
DRCN5T 0.226 0.216 0.415 0.661
DRCN7T 0.160 0.212 0.369 1.019
DERHD7T 0.165 0.234 0.124 1.020

a For electron or hole.

Fig. 4 Distributions of HOMO energy levels. (A) HOMOs of DRCN5T molecules in DRCN5T:PC71BM film; (B) HOMOs of DRCN7T molecules in
DRCN7T:PC71BM film; (C) HOMOs of DERHD7T molecules in DERHD7T:PC71BM film; (D) HOMOs of DRCN5T molecules in pure DRCN5T film; (E)
HOMOs of DRCN7T molecules in pure DRCN7T film; (F) HOMOs of DERHD7T molecules in pure DERHD7T film. Blue lines are the fitted Gaussian
distributions.
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the LUMO of the PC71BM molecules. Hence, the DOS of the
conduction band for the electron (Nc) in the blend film is the
DOS of the LUMOs of the PC71BM molecules. The Nc values of
these films are similar. Similarly, the DOSs of the valence band
for the hole (Nv) in the blend films are the DOSs of the HOMOs
in the donors. The Nv of the DRCN7T:PC71BM film is much
larger than others, which suggests a larger Voc deficit according
to experiments.31–33 The improvement is about kT ln(3) 28 meV.

3.4 Electronic couplings

According to Marcus theory,42–44 eqn (1), the CT rates are
proportional to the square of the electronic coupling between
two orbitals. Zero coupling means no CT. As the electronic
coupling between the two molecules’ orbitals decreases dramatically
with their distance, the CT rate should be very small or even zero
when their distance is larger than a certain distance. On the basis of
this consideration, we have set the cut-off distance as the distance
where the couplings become approximately zero (o1 meV and
4�1 meV). As shown in Fig. 5A, the couplings between the two
molecules decay very slightly, even the distance between the two
molecules geometry centers reaches 1.5 nm. This is because they are
still close to each other even the distance between their geometry
centers is large due to their large volume. As the number of
neighboring molecules is proportional to r3 under a certain density,

a large cutoff distance means a huge amount of dimers need to be
calculated. This will significantly increase the computation time. As
illustrated in Fig. 5B, we found that the couplings become weak
when the nearest atom distance increases. It goes to zero when
the nearest atom distance of the dimer is larger than 2.7 Å for
single-component DERHD7T thin films. However, in DERHD7T:
PC71BM BHJ models, the cutoff distance increases to 4.2 Å. This
phenomenon suggests the existence of PC71BM increases the
overall p conjugation of BHJs. To be safe, the cutoff distance
between the nearest atoms was set as 5 Å.

In single-component donor thin films, the electronic couplings
become approximately zero when the nearest atom distance is
larger than 3 Å, as shown in Fig. S5 (ESI†). In the blend thin films,
shown in the first row in Fig. S6 (ESI†), there are significant
electronic couplings at a distance of 3 Å to 4 Å. To have a clear
understanding, we separated the electronic couplings into three
groups: the couplings between donor and donor, couplings
between donor and acceptor, and couplings between acceptor
and acceptor. As shown in Fig. S6 (ESI†), the donor–donor coupling,
donor–acceptor coupling, and acceptor–acceptor coupling of blend
films are shown in the second, third and fourth row respectively.
For the convenience of viewing, the scales of the Y-axis in all
figures are set the same. Although the overall couplings of the
blend films are stronger than the couplings of single-component
donor films at a long distance, donor–donor couplings in the
blend films show almost the same distance dependence as the
couplings of single-component donor films. The couplings of
single-component films are shown in Fig. S5 (ESI†). Donor–
donor couplings decay rapidly with the nearest-atom distance
increasing. This indicates that the addition of PC71BM does
not increase the charge delocalization of donor molecules.
The strong couplings at a long distance are the couplings of
donor–acceptor and the couplings of acceptor–acceptor (Fig. 7).

Table 2 Quasi-DOSs of the conduction and valence band of each
component in OSCs

Components Donor (1018 cm�3) Acceptor (1018 cm�3)

Films Nv Nc Nv Nc

DRCN5T:PC71BM 3.39 6.87 6.66 3.20
DRCN7T:PC71BM 9.38 14.20 3.02 2.93
DERHD7T:PC71BM 3.71 10.90 4.77 2.95

Fig. 5 Calculated electronic couplings of dimers in the DERHD7T thin film. (A) Electronic couplings between the two molecules versus distances
between the two molecules geometry centers; (B) electronic couplings between the two molecules versus the nearest atom distances of the two
molecules. The electronic coupling of the DERHD7T:PC71BM blend film and couplings of other investigated systems are available in the ESI.†
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These strong acceptor–acceptor couplings are verified in Fig. S5
(ESI†), which shows the coupling in pure PC71BM thin films.

Besides the effect of the PC71BM, we also found that the
packing structure of the donor and PC71BM has a significant
impact on their electronic coupling. Combining experiment
and theoretical studies, we have illustrated that molecular
packing could induce a transition between ambipolar and
unipolar behavior.63 Additionally, lots of studies done with the

Brédas group have shown that the molecular packing has a
strong impact on the electronic polarization in organic
crystals,64–66 and this polarization alters the charge-transport
parameters in molecular organic semiconductors.67 In this
simulation, we abstracted dimers with three typical molecular
packings, which have strong Vh (electronic couplings for hole
transfer), strong Ve (electronic couplings for electron transfer),
and weak electronic couplings for both hole and electron.

Fig. 6 Hole transfer paths. HOMO–HOMO couplings: (A) for the DRCN5T:PC71BM thin film; (B) for DRCN7T:PC71BM thin film; (C) for the DRCN5T
single-component thin film; (D) for the DRCN7T single-component thin film. Donor molecules are shown in green spheres, PC71BM molecules are
shown in orange. The width of the rod shows the electronic coupling strength of the dimer, which shows the possibility of CT between the connected
molecules. Red rods are couplings larger than 9 meV or smaller than �9 meV. Yellow lines are weak couplings. Hence, red rods denote an efficient CT
path. These figures were visualized by vPython 2.7.
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Surprisingly, it is found that the dimer cannot have strong
couplings for both electron and hole transfer at the same time.
The dimer with strong Vh, will show weak Ve, while, the dimer
with strong Ve shows weak Vh. We attribute this phenomenon to
the distribution of the HOMO and LUMO on donor molecules
and the location of PC71BM. The dimer of the PC71BM landing
on the conjugation center of the DRCN7T molecule shows
strong Vh. This is because the HOMO of the DRCN7T molecule
is mainly delocalized on the conjugation center, while the
LUMO occupies the two ends of the DRCN7T molecule. More
details and discussions will be published elsewhere.

3.5 CT paths

As the hopping rate of the CT is proportional to the square of
the electronic coupling,42–44 we next employ the mean square
of the electronic coupling to illustrate the CT properties.
Tables S6–S9 (ESI†) show the mean square of the electronic
couplings of different components and films. It is observed that
single-component donor films have stronger couplings than
those of the blend films. This is because in single-component
films the molecules with a short distance are larger than those in
blend films. This suggests that higher mean square of electronic
couplings may not lead to a higher charge carrier mobility.

It is possible that most of the electronic couplings are small,
and only some of them are very large and form CT paths. If this
occurs, small overall couplings could also bring large charge
carrier mobility. Thus, plotting the electronic couplings together
with film geometry is a reasonable strategy. Here, we plot the 3D
diagrams to elucidate how the CT paths are formed. It would be
useful if we could show the width proportional to the square of
the coupling as the hopping rate is proportional to the square of
couplings. But if we do so, some rods are too large, and will
cover other coupling rods, while others are too small to be seen.
Therefore, we decided to plot the width of the rod between
molecules as proportional to the square root of the absolute
value of their coupling. Fig. 6 shows the HOMO–HOMO couplings
of the DRCN5T:PC71BM, DRCN7T:PC71BM, DRCN5T, DRCN7T
thin films. Donors are shown in green, and acceptors are shown
in orange. Couplings between two molecules larger than 9 meV or
smaller than �9 meV are lined with red. Yellow lines are for weak

couplings. It is obvious that the blend thin films display higher
densities of large couplings (red rods). Most of the large couplings
are between donor–acceptor or acceptor–acceptor, which is
consistent with the discovery we made in Fig. S5, ESI.†

3.6 Charge carrier mobilities

Mobility is one of the most important parameters for a semi-
conductor. A device with higher mobility is expected to have a
better performance. Once we get the charge carrier diffusion
coefficients from RW simulation, the mobilities can be obtained
through the Einstein relation. Here, we tested our model by
comparing our theoretical mobilities to the experimental mobilities.
As shown in Table 3, both the electron and hole mobilities are
estimated in singular component thin films. The simulated
PC71BM film has high mobilities of 9.11� 10�3 cm2 V�1 s�1 and
6.12� 10�2 cm2 V�1 s�1 for the electron and hole, respectively.
The electron mobility is in the experimental range of 2.0 � 10�7

to 0.2 cm2 V�1 s�1 for PCBM thin films.68–70 Among these
investigated films, PC71BM shows the highest electron and hole
mobilities. The sequence of hole and electron mobilities is in
the order of PC71BM 4 DRCN5T 4 DRCN7T 4 DERHD7T.
The hole mobilities of DRCN7T and DERHD7T are 1.13 �
10�4 cm2 V�1 s�1 and 7.75 � 10�5 cm2 V�1 s�1, which are
about half of the respective experimental values of 2.15 �
10�4 cm2 V�1 s�1 and 1.34 � 10�4 cm2 V�1 s�1.37

Table 4 shows theoretical and experimental mobilities of
blend thin films. The ratios of mh/me for DRCN5T and DRCN7T
are 1.80 and 4.66, respectively, which are comparable to 2.58
and 4.62 in experiments.37,38 The electron mobility for DRCN5T
is 5.68� 10�5 cm2 V�1 s�1, comparable to the experimental
value of 2.53 � 10�5 cm2 V�1 s�1. Most theoretical mobilities
are about one quarter of that of the experiment. This

Fig. 7 Simulated output J–V curves compared to experiments. (A) The performance of DRCN5T:PC71BM OSC; (B) the performance of DRCN7T:PC71BM OSC;
(C) the performance of DERHD7T:PC71BM OSC. Red lines are working J–V curves predicted from theory and green lines are those measured in experiments.

Table 3 Simulated electron and hole mobilities of single-component thin
films. The unit is cm2 V�1 s�1

Molecules mh me Experiment mh
37

PC71BM 6.12 � 10�2 9.11 � 10�3

DRCN5T 5.65 � 10�4 4.05 � 10�4

DRCN7T 1.13 � 10�4 1.63 � 10�5 2.15 � 10�4

DERHD7T 7.75 � 10�5 1.65 � 10�5 1.34 � 10�4

Journal of Materials Chemistry C Paper

Pu
bl

is
he

d 
on

 0
4 

Ja
nu

ar
y 

20
18

. D
ow

nl
oa

de
d 

by
 N

an
ka

i U
ni

ve
rs

ity
 o

n 
31

/0
1/

20
18

 0
2:

50
:2

2.
 

View Article Online

http://dx.doi.org/10.1039/c7tc05290a


J. Mater. Chem. C This journal is©The Royal Society of Chemistry 2018

underestimation is due to the limits of theory. Coropceanu and
Nan et al. have showed that the fluctuation of coupling (s) can
be two times larger than its mean value ( %V).71,72 As the hopping
rate is proportional to the coupling square, the average hopping
rate should be proportional to the average of the mean-square

coupling V2
� �

. Since V2 ¼ V2 þ s2 4V2, thermal fluctuation

increases the CT rate and then increases the mobility.73 As we
have shown in ref. 73, mobilities calculated by the method of
‘FGR-KMC-MDG’ can be 155 times (electron) and 60 times
(hole) higher than those calculated by the method of ‘Marcus-
SH-V’ that we used here. Therefore, the mobilities we used to
mimic the OSCs are set as 100 times (electron) higher and
55 times (hole) higher than those of their original value. 100
and 55 times are the average enhancement of the electron and
hole mobility, respectively, in ref. 73.

3.7 Power conversion performance

The ultimate aim of our work is to predict the performance of
the solar cell from basic atomistic and molecular information
without empirical parameters. In this work, except the charge
carrier lifetime, absorption coefficient and dielectric constant,
all other parameters are calculated based on basic atomistic
and molecular information. For experimental parameters, we
set them as the typical values of an organic semiconductor.
The lifetime of the charge carrier is 3 ms, which is the lifetime
of a DRCN5T:PC71BM thin film in experiments at room
temperature.74 The absorption and dielectric constant are set
as 1.5 � 106 cm�1 and 4, which are reported by the experiments
in ref. 75, 76 and 77 respectively. Here, we assume that the OSC
thin films are uniform, the AM 1.5 standard spectrum was used
as incident light. The recombination of the charge carriers
follows the SRH mechanism, as a large amount of defects are
present in the OSCs.

These simulated Jsc values for DRCN5T:PC71BM, DRCN7T:
PC71BM, DERHD7T:PC71BM solar cells are 13.94 mA cm�2,
12.27 mA cm�2 and 11.45 mA cm�2 respectively. Their order is
the same as experimental values of 15.66 mA cm�2, 14.87 mA cm�2

and 9.49 mA cm�2. In experiments, the Voc values of these solar
cells are 0.92 V, 0.91 eV and 0.89 V. However, the predicted Voc

varies significantly. They are 0.95 V, 0.74 V and 0.65 V for
DRCN5T:PC71BM, DRCN7T:PC71BM, DERHD7T:PC71BM solar
cells. The significant difference between Vocs in theory is due to
the difference in the energy levels of the frontier orbitals of
these molecules. The predicted PCE of these OSCs are 10.79%,
7.46% and 5.92%, which are in general consistent with their
average PCEs in experiments of 9.80%, 9.05% and 5.88%.

4 Conclusion

For the first time, we have theoretically confirmed the Gaussian-
like distribution of frontier orbital energy levels, which produce
a Gaussian-like DOS(E). This Gaussian-like DOS(E) is widely
used to investigate the CT behaviors in organic semiconductors.
It is found that the addition of PC71BM increases the overall
coupling between molecules, but does not increase the coupling
between donor and donor. This addition makes the coupling
‘‘nets’’ denser, which forms efficient CT paths.

Based on the molecular structures of the donor and acceptor, we
have developed a systematic framework for predicting the power
conversion performance of OSCs through combining quantum
calculations, molecular dynamics simulations, RW simulations
and numerical simulations. This framework includes four steps.
The first step is the construction of the atomistic BHJs of solar cells.
Then, molecular dynamics simulations are performed until
equilibrium is reached. The second step is the quantum
calculations. The investigated system is split into dimers.
Quantum calculations are performed to calculate the HOMOs,
LUMOs, DOSs, the RE and the electronic coupling in each
dimer. The hopping rates between each dimer are then calculated
through Marcus CT theory. The third step is the estimation of the
diffusion coefficient. Hopping rates with their geometry information
are used to carry out RW simulations, which give the diffusion
coefficient. The last step is the numerical simulations. Inputting the
calculated De, Dh, me, mh, Nc, Nv, Edonor

HOMO, Edonor
LUMO and Eacceptor

LUMO , together
with the experimental parameters t, a and e into the numerical
model, the working J–V curves and power conversion efficiencies
were obtained, which are in good agreement with experiments. The
model and methods shown and tested here provide a framework for
predicting the solar cell power conversion efficiency only based
on molecular structures. The success in predicting the power
conversion efficiencies may accelerate the development of new
materials for OSCs.
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